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Spatial Clustering Method for Geographic Data 
 

Toshihiro OSARAGI 

 

Abstract:  In the process of visualizing quantitative spatial data, it is necessary to 

classify attribute values into some class divisions.  In a previous paper, the author 

proposed a classification method for minimizing the loss of information contained in 

original data.  This method can be considered as a kind of smoothing method that 
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presented a numerical method for classifying geographic data in order to incorporate geographic 

location as an external constraint.  Once the matrix of similarity values has been generated and the 

adjacency coded, a hierarchical agglomerative fusion strategy can be used to construct hierarchical 

relationships between the objects (Margules et al. 1985).  Conversely, Batty (1974, 1976, 1978) 

discussed the zonal aggregation problem according to a spatial entropy scaled for zone size, and 

decomposed the information gain into a within-set and a between-set component. 

 

Furthermore, Fotheringham and Wong (1991) has suggested that the sensitivity of analytical results 

to the definition of units for which data are collected.  This stubborn problem related to the use of 

areal data is commonly referred to as the modifiable areal unit problem (MAUP), which is clearly 

illustrated through the works of Openshaw and Taylor (1979).  Although any specific statistical 

analysis is usually not employed in the process of visualizing spatial data, the results are likely to 

vary with the level of aggregation and with the configuration of the zoning system.  Then we have to 

consider appropriate areal units in this process. 

 

In this paper, we discuss a spatial clustering method considering the characteristics of the local spatial 

distribution of attributes.  Namely, we discuss the question "Which places should be unified as a 

spatial unit in the sense of a statistical model?"  In the following, such a spatial unit is called 

"space-cluster".  Tamagawa (1987) and Higuchi et al. (1988) have proposed a method for deciding 

the optimum cell-size in which the values of AIC (Akaike’s Information Criterion; Akaike 1972, 

1974), obtained thorough variously changing the observed range of data, are compared.  

Furthermore, Nakaya (2000) has also proposed a methodology to select appropriate areal units using 

AIC and search methods for an informative geographical aggregation in map construction.  In this 

paper, combining these ideas with our spatial classifying and visualizing method, a new spatial 

clustering method for geographical data is proposed. 

 

 

2. Definition of Space-cluster 

 

When asking for the appropriate space-cluster, we have two options.  The first is to make each 

space-cluster a uniform size.  The second is to change the size of every space-cluster if needed.  In 

this paper, the way of the latter, with higher flexibility than the former, is attempted.  That is, we 

examine how to represent the entire space by a set of space-clusters of various sizes.  The 

fundamental idea is as follows. 

 

First, when the distribution of features is not homogeneous in the study area, it is necessary to divide 
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Figure 2: Cell-size and attribute values 

 

Furthermore, in the case of data with which attribute values are defined as a continuous value like a 

ratio, the value of AIC is defined as follows: 

)1(2ˆlog2logAIC 2 ++++= Nnnn σπ ,    (2) 

where 
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The cell-size that gives the minimum value of AIC can be regarded as optimal, in a sense of the 

trade-off relationship between amount of informati
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information loss defined in figure 6 is also shown.  The figure 7 shows clearly that if we create the 

appropriate space-cluster, the space distribution characteristic of the original data can be grasped 

more easily.  The correct results are obtained both in cases where the data is defined as a continuous 

value and as a discrete value.  However, it is necessary to pay attention to the information loss 

increasing slightly. 
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Figure 7: Visualization of homogeneous space-cluster using the classification method  

of minimizing information-loss 
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5. Summery and conclusions 

 

The method of obtaining the space-cluster based on the evaluation function of AIC is proposed, with 

consideration to the distribution characteristic of spatial data.  Moreover, the appropriate 

space-cluster is visualized by the information loss minimization method.  Using the proposed 

method, the information contained in the original spatial data can be visualized, and we can grasp and 

understand the statistical characteristics of geographical data. 
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